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Over the past decade, machine learning algorithms 
have been deployed in many cloud-centric 
applications. However, as the application space 
continues to grow, various algorithms are now 
embedded “closer to the sensor” and in wearable 
devices, eliminating the latency, privacy and energy 
penalties associated with cloud access. In this talk, 
I will review circuit techniques that can improve the 
energy efficiency of low-power machine learning 
inference algorithms at the extreme edge. Specific 
examples include analog feature extraction for 
image and audio processing, as well as low-energy 
compute fabrics for convolutional neural networks. I 
will present MEDUSA, an end-to-end fully digital 
input and output stationary in-memory-computing 
accelerator for commonly used bottleneck layers. 
Our 28nm CMOS prototype design that is currently 
being tested achieves 660 nJ/inference on the 
CIFAR-10 data set. 
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